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Exercise 1 (Convergence of Gradient Descent).

Consider the function f : R — R, x + 2 and some starting points zg # 0. For which (constant)
stepsizes 1 € R does gradient descent converge to the minimum? What happens for the other
possible step sizes?

Exercise 2 (Optimization in different norms).
Consider the optimization problem
min ||zl — b/,
z€eR

where 1 € R? refers to the vector only consisting of ones and b € R?. What is the optimal
solution for z € R w.r.t. the £!, the £? and the £>°-norm?

Exercise 3 (Convergence of Gradient Descent).
Consider the function
fR—=R, :Ur—>log(1—|—m6).

a) Find the minimum z* of f analytically.

b) For the starting point xg = 0.2 and stepsize n = 0.1, prove that after & = 500 steps of
gradient descent we still have |z — 2*| > 0.1.

¢) What is the reason for the slow convergence of gradient descent here?

Exercise 4 (Gradient Descent).
Consider the function

f:R?2 SR, (z,y) — 3z + 4y* — 122 — 16y + 10.

Apply 4 steps of gradient descent by hand for the starting point o = (0,0) and the stepsize
n =0.1.
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