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Justify all your claims.

Exercise 1 (Newton method vs. Gradient Descent, 1 + 3 + 2 points).
Consider the quadratic optimization problem

min
x∈Rn

1

2
xtQx− btx

for Q ∈ Rn×n symmetric and positive definite and b ∈ Rn.

a) Show that the optimal solution is x∗ = Q−1b.

b) To solve the optimization problem iteratively we can use Gradient Descent (GD), which
updates the optimal solution in each step by

xk+1 = xk − α∇f(xk)

for some step size α. Show that for stepsize α∗ = 2
λmin+λmax

the error converges with

∥xk+1 − x∗∥ ≤
(
λmax − λmin

λmax + λmin

)
∥xk − x∗∥

where λmax and λmin are the maximal and minimal eigenvalues of matrix Q.
Hint: Use the inequality ∥Av∥ ≤ ∥A∥2 · ∥v∥ for an arbitrary vector v ∈ Rn. You don’t need
to show it.

c) Another possibility to solve the problem is using the Newton method which updates the
optimal solution in each step by

xk+1 = xk −H−1∇f(xk)

where H denotes the Hessian matrix. Show that the Newton method converges to the
optimal solution in one step irregardless of the choice of x0.

Exercise 2 (Convexity and Continuity, 1+3+1 points).
Consider a convex function f : [a, b] → R for a < b, a, b ∈ R.

a) Prove that for any x, y, z ∈ [a, b] with x < y < z it holds that

f(y)− f(x)

y − x
≤ f(z)− f(x)

z − x
≤ f(z)− f(y)

z − y
.

What does this mean geometrically?

b) Show that f is continuous on (a, b).
Hint: Use a) to bound the slope of the line segment between x0 and an arbitrary point x

c) Is f also continuous in a and b? Give a proof or find a counterexample!
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Exercise 3 (Convexity, 2+2 points).
Consider a function f : S → R on a non-empty convex set S ⊆ Rd. Prove the following
statements:

a) f is convex if and only if

f

(
n∑

i=1

λixi

)
≤

n∑
i=1

λif(xi)

for all n ≥ 2, x1, . . . , xn ∈ S and 0 ≤ λi, i ∈ {1, . . . , n} with
∑n

i=1 λi = 1.

b) For positive x1, . . . , xn the following inequality holds

1

n

n∑
i=1

xi ≥

(
n∏

i=1

xi

) 1
n

.

Hint: Think of a concave function that might help here. Remember to show that it is
concave.

Exercise 4 (Dual problem, 3+2 points).

a) Use the method of Lagrange multipliers to solve the following problem.

maxx+ y

subject to x2 + 2y2 ≤ 5

Is the constraint active? Do you have a geometrical explanation of why the constraint
should be active or inactive?

b) Consider the linear program

max
x∈Rd

ctx

subject to Ax− b ≤ 0

for c ∈ Rd, A ∈ Rm×d and b ∈ Rm. Show that the dual of a linear program is again a
linear program.
Hint: Derive the dual problem. When is it feasible?
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