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Justify all your claims.

Exercise 1 (Extremal points, 2-+1+2 points).
Consider the function f: R? — R, (x,y) — 23 +1/3y3 — 122 — y.

a) Compute the set of critical points for f and classify them into local minima, local maxima,
or saddle point.

b) Does f have a global minimum or global maximum?

c¢) Consider the function g: R? — R, (2,9, 2) — az?e¥ + y?e* + 22e* with a € R. For which
values of « is (0,0,0) a local minimum, local maximum, or saddle point?

Exercise 2 (Derivatives, 2+3 points).
For the following functions, check whether all the directional derivatives exist in (0,0) and
whether the total derivative exists:
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Exercise 3 (Taylor series, 3 points).
The multivariate Taylor series of a smooth function f : R — R around some point p € R? is
given by
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The expression wmaa;fa means that for each 7 = 1, ..., d we take the i-th partial derivative
1)¥1--(0xq)*d

a;-many times. Note that the order does not matter.

Compute the Taylor series of
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around (0,0) and find the maximal set on which it converges.
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Exercise 4 (Matrix Cookbook, 2+3+2 points).

a) Show that ag;“ =a and 8:(:5;490 = (A+ Az for a € R", A € R™" and z € R™.

b) In Ridge Regression we want to find optimal weights w* to fit the linear system Xw* =Y.
For that we solve the following optimization problem

1
w* = argmin ~ || Xw — Y2 + AJw])?
weRd T

for a design matrix X € R™ ¢ random variable Y € R™ and regularization parameter
A > 0. Use exercise 4 a) to find a closed form solution for w*.

¢) For two functions h : R* — R% and g : R — RF the multidimensional chain rule to
compute the derivative of f = g o h is given by

D(g o h)(x) = Dg(h(z)) - Dh(x).

Use this to compute the derivative of f : R™*" — R with f(X) = log(det(X)).



