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Mathematics for Machine Learning
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Justify all your claims.

Exercise 1 (Estimation, 24+-1+2 points). Let X ~ Pois(—1/2log#) be a Poisson-distributed
random variable with § € © = (0,1). We now want to estimate 6 based on one sample of X.

a) Consider the estimator U = (—1)*. Prove that U is the only unbiased estimator for 6.
Hint: Use the equality exp(z) = 7, % Additionally, use the fact that

ZakH:Zka Vz e (0,00)| = ar=b, VkeN;.
k=0 k=0

b) What is the MSE(U, 6)?

c) Now consider another estimator V' = 1oy,(X). Is V unbiased? Prove that MSE(V, ) <
MSE(U, ) for all § € ©.
Hint: Show that |V (x) — 60| < |U(x) — 6| for all x € Ny, where the inequality is strict (<)
if £ € 2Ng + 1.

Exercise 2 (Sufficiency and exponential families, 3+2+3+2 points). Consider a paramet-
ric family F = {fp | 6 € ©} of densities on R%. A test statistic T: R? — R! is called sufficient,
if the distribution of X given T" does not depend on 6, that is, fp(x|T(X) = T'(x)) does not
depend on 6 for all z € R%.

a) The factorization theorem states that 7' is sufficient, if and only if there exist functions
h, (ge)sco such that the densities can be decomposed as

fo(x) = h(z) - go(T(x)) VO €O. (1)

Prove the backward implication of the factorization theorem for the special case of discrete
densities. That is, assume that there exists a countable subset X C R? with Pp(X € X) =
Y zex Jo(x) = 1 for every # € ©. Then prove that Eq. (1) implies that T" is sufficient.

b) Consider n € N i.i.d. samples X7, ..., X,, from exponential distributions Fezp = {A2) =
Aexp(—=Az) | A > 0} on (0,00). Use the factorization theorem to show that S(z1,...,z,) =
Yoy ; is sufficient.

c) F is called a k-dimensional exponential family, if there exist measurable functions
dci,....cp: ®© > Rand h,Ti,...,T;: R* = R such that

k
fo(z) = h(z) -exp | Y ¢;(0)Tj(x) +d(0) | V0 €O, xR
j=1
Consider n € N iid. samples Xi,...,X,. Use the factorization theorem on F =

{fg(:z:l, vy xn) =iy folmi) | 0 € @} to prove that the statistic

T (Rd)" — R¥,
x=(T1,...,Tn) — <ZT1(I1'), ceey Zﬂc(%))
=1 =1
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is sufficient.

d) Show that Fxr = {f(u02) | 1 € R,0% > 0} is a 2-dimensional exponential family, where
J(u,0?) 1s the density of a normal distribution N(u,0?). Use part c) to find a sufficient
statistic for @ = (u, 0?) based on n i.i.d. samples X1,..., X,,.

Exercise 3 (Maximum likelihood estimation, 2+3 points).

a) Consider i.i.d. samples X7, ..., X, from an exponential distribution Exp(A) on (0, c0) with
A > 0. Find the maximum likelihood estimator A = A\(X7, ..., X,).

b) Now assume the setting in a), but we only observe the censored random variables Y =
min{ Xy, c} for £ = 1,...,n and some ¢ > 0. Find the maximum likelihood estimator

A= A(Y1,...,Y,) based on these censored random variables.

Hint: Consider a mixed distribution Py = Vf\cont) + V/(\Sing) on (0, 00) with continuous part

Vg\cont), singular part 1/§\Sing), and corresponding densities f)(\cont), )(\Sing) (

position by Lebesgue). Define Y8 = {3 € (0, 00) | f)(\smg)(y) > 0}. The likelihood
function for a sample y1,...,y, is then given by
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